|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Reported information | Test type | Decision Tree | Logistic Regression | Naïve Bayes | K-NN | Random Forest |
| Accuracy with default parameters | Entire dataset | 67.05 | 71.06 | 51.13 | 99.97 | 66.43% |
| 50% | 66.20% | 71.57 | 52.29 | 100 | 66.67 |
| Cross-validation | 66.55% +/- 0.38% | 70.53% +/- 1.55% | 50.96% +/- 2.01% | 62.67% +/- 2.34% | 66.24% +/- 0.50% |
| Accuracy with best parameters | Entire dataset | 67.58 | 72.04 | 51.13 | 99.97 | 66.77 |
| 50% | 66.7 | 71.97 | 52.29 | 100 | 67.28 |
| Cross-validation | 66.66% +/- 0.29% | 70.81% +/- 2.80% | 50.99% +/- 3.61% | 66.43% +/- 2.53% | 66.43% +/- 2.45% |
| List names of parameters | | Maximal Depth  Apply Pruning  Confidence  Apply Pre-pruning  Minimal Gain  Minimal leaf size  Minimal Size for split  Number of Pre-pruning | Reproducible  Use Regularization  Standardize  Non-neg Coefficients  Add intercept  Compute p-values  Remove collinear columns  Missing values handling  Max iterations  Max runtime Second | Laplace Correction | K  Weighted Vote  Measure Type  Numerical measure | # of Trees  Criterion  Maximal Depth  Apply Pruning  Apply Pre-pruning  Guess subset ratio  Voting Strategy |
| List selected best values of parameters (in the same order as in the list of names) | Entire dataset | 25  On  0.25  Off | On  Max Number: 2  Off  Off  Off  Off  Off  Off  Skip  10 | On | 1  On  Numerical Measure  Euclidean Distance | 4  Gain\_Ratio  10  Off  On  Minimal Gain: .01  Minimal Leaf Size: 1  On  Confidence Vote |
| 50% | 25  On  0.3  On  0.1  3  3  2 | On  Max Number: 6  Off  On  On  On  On  On  Mean Imputation  0 | On | 1  On  Numerical Measure  Euclidean Distance | 4  Gain\_Ratio  10  Off  On  Minimal Gain: .01  Minimal Leaf Size: 1  On  Confidence Vote |
| Cross-validation | 20  On  0.2  On  0.142  2  4  2 | Split on batch: Off  Leave one out: Off  Number of folds: 15  Sampling Type: Stratified Sampling  Use Local Random seed: Off  Enable parallel execution: On | Number of Folds: 15  Sampling type: Stratified Sampling | Number of Folds:11  Sampling Type: Linear Sampling  1  On  Numerical Measure  MaxProductSimilarity | Number of Folds:11  Sampling Type: Shuffled Sampling  10  Gain\_Ratio  10  On  Confidence:0.25  On  Minimal Gain: .01  Minimal Leaf Size: 1  On  Confidence Vote |

1. The models that I decided to use were K-NN and Random Forest. From what I found K-NN was pretty accurate to begin with so any small change in parameters would decrease the accuracy massively. I found if I changed the K value to any integer above 2 it would decrease the accuracy from almost perfect to about 67%. Numerical Measure also played a relatively big part in improving/decreasing accuracy. Changing the default value of Euclidian distance to Max Product Similarity lowered the value to about 66%. For Random Forest the values were much lower to start off but with some tweaking I could improve the values by a slight margin. Decreasing the number of trees tended to increase the accuracy. Turning off pruning also produced some favorable results.
2. Check Table Above
3. Between the three tests I believe that doing a split of the data into 50% and performing the model is much more beneficial than the other two tests. With my tests, most of the accuracies were the best in the 50% split.
4. For some of the algorithms it was definitely worth the time to play around with the values to improve the accuracy, but for most of the algorithms that were used for this project it was not worth the time. This was the case because for an algorithm like K-NN the accuracy is already high with default values, so trying to make the slightest improvement is a waste of resources. Another example is the Naïve Bayes, there is only one parameter that can be altered, and even changing that provided no significant improvement.
5. I believe that the accuracy of my K-NN model with Split data is sufficient for practical purposes. The K-NN has near perfect accuracy of 99.97% which makes this algorithm is very practical.
6. ![C:\Users\Aditya\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Capture.png](data:image/png;base64,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)
   1. This model would be suitable to identify proteins that crystallize and not crystallize. It is beneficial because it boasts an almost 100% accuracy to find crystallized proteins and boasts 100% accuracy for non crystallized proteins.